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ABSTRACT 
The eigenvector or “empirical orthogonal function” approach is used to  determine the dominant precipitation 

anomaly patterns for the western United States for each month during the last 36 yr. In  all months there is enough 
intercorrelation among monthly precipitation amounts in different parts of the region that a t  least 45 percent of 
the total variance can be explained by only three eigenvectors. Usually the most important pattern is one with a 
single large region of anomalous precipitation, centered in southern California, Arizona, or Nevada in winter and 
in Washington, Idaho, or hfontana in summer. Also important in all months is a pattern with anomalies of opposite 
sign in the Pacific Northwest and the Arizona-New Mexico-Texas area. 

1. INTRODUCTION 
In 1963 the U.S. Weather Bureau [20] published aver- 

age values of precipitation and temperature for all State 
climatic divisions and for each month from January 1931 
through December 1960. These data provide an excellent 
point-of-departure for describing the general climatology 
of the region for the period considered. By averaging 
values within State climatic divisions, much of the intra- 
state random variability is eliminated and what emerges 
is a fairly smooth and consistent picture of the spatial 
distributions of temperature and precipitation. 

This paper might be considered an extension of work 
done principally by Namias 1131, Klein [g], Gilman [5, 61, 
Stidd [17], and their associates in the Extended Forecast 
Division of the U.S. Weather Bureau. However, the em- 
phasis here is not on forecasting but, rather, on the 
climatology of the monthly precipitation distribution for 
the western United States. An attempt will be made to 
delineate, for each month, certain precipitation patterns 
that have tended to recur in several different years be- 
tween 1931 and 1966. These patterns will be related, at  
least partially, to anomalies in the air flow in the middle 
troposphere. 

Use is made of the eigenvector or “empirical orthogonal 
function” approach introduced into meteorology by 
Lorenz [l l]  in 1956. In the present context the basic 
method consists of taking all 35 or 36 of the precipitation 
anomaly maps for a given month and condensing them to a 

small number of patterns or eigenvectors which explain 
most  of the total variance of the field. Unlike the original 
anomaly maps, the eigenvectors are uncorrelated with 
one another. Except for being objectively determined, 
they are similar to “weather types.” Each eigenvector has 
associated with it a coefficient or amplitude whose magni- 
tude and sign vary from year to year, depending on how 
closely the eigenvector resembles the particular precipita- 
tion pattern. 

Eigenvector analysis, under a variety of names, has 
been used in many different problems in meteorology dur- 
ing the past decade by White et al. [22], Aubert et al. [3], 
Grimmer [7], Steiner [16], Mateer [12], Wark and Fleming 
[21], Stidd [18], Christensen and Bryson [4], Alishouse ef al. 
[2], and Kutzbach [lo]. 

The data used in this study were taken primarily from 
[20] for the period from 1931 through 1960 and from [19] 
for the various States for the period from 1961 through 
April 1966. The 50 climatic divisions selected are Iisted in 
table 1 and located in figure 1. Upper air data at  700 mb. 
were taken from Monthly Weather Review before 1950 and 
from Climatological Data, National Summary thereafter. 

In the following sections, the eigenvector method will 
be described briefly and then applied to the problem a t  
hand. 

9. THEORY 
Most of the material to  be presented in this section 

is taken from Lorenx [I11 and Sellers [15]. We can start 
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off by letting P be an n X m  matrix of, say, average Janu- 
ary precipitation for m climatic divisions and a series of 
n years. The element pc5 in the ith row and j th  column 
of this matrix represents the average January precipita- 
tion in the j th  division during the i th year. In  this study, 
m equals 50 and n equals 36 (January through April) 
or 35 (May through December). The precipitation values 
for each month have been standardized by subtracting 
out the division mean and dividing by the standard 
deviation. This is a step of convenience rather than of 
necessity, since, in this case, the m X m  matrix n-'P'P= 
n-lA, where P' is the transpose of P, is a correlation 
matrix with ones along the principal diagonal. 

The next step is to let 

FIQURE 1.-Locations of the 5 M t a t e  climatic divisions selected for 
use in this study. 

where F is specified tb be an orthonormal m X m  matrix 
for which 

FF'=I, (2) 

where i is an identity matrix, with zeros everywhere 
except along the principal diagonal, whose elements are 
all unity. Because A is a symmetric matrix, we may 
further specify that 

FAF' =Q'Q=D (3) 

be a diagonal matrix with non-zero values dk only along 
the principal diagonal. The matrices F . and  D are, re- 
spectively, the eigenvector and eigenvalue matrices of 
the matrix A. The kth row vector Fk of the matrix F is 
the kth eigenvector and varies only in space, correspond- 
ing to the kth empirical orthogonal function of Lorenz 
[ll]. similarly the kth column vector Qk of the matrix 
Q is the coefficient or amplitude vector of the kth eigen- 
vector and varies only in time. From equation (3) it 
follows that the Qk's are uncorrelated and also that the 
sum of the squares of the elements qfR  of Qk equals dkl 
i.e., 
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The matrices D and F are usually determined by either 
the power method of Aitken [l] or the diagonalization 
method of Jacobi [SI. Both are discussed by Ralston and 
Wilf [14, chapters 7 and 181 and by Sellers [15]. 

It is rarely necessary to  determine all of the m eigen- 
vectors. Often only two or three will explain most of the 
variance of the field being specified. When the pt5 are 
expressed either as deviations from the mean or as stand- 
ardized variables, this variance is given by 

which reduces to  m, the number of climatic divisions 
when standardized variables are used. But, from equations 
(1) and (a, 

m m 

j = l  k = l  
PP'=QQ' or Cp:,=z 

Thus, summing both sides of this equation over the n 
years, reversing the order of summation, and using equa- 
tions (4) and (5) gives 

(7) 

For standardized variables the sum of the m eigenvalues 
equals nm and the fraction of the total variance explained 
by the kth eigenvector equals dk/nm. 

Two derived variables will be used in the following 
analysis. The first is &, the square of the correlation 
coefficient between Pi and Fk for the ith month and the 
kth eigenvector. This tells us what fraction of the space 
variance of precipitation in the i th  month is explained by 
the kth eigenvector. Since the correlation coefficient is a 
test only of similarity of patterns and not of absolute 
magnitudes, a second derived variable, v&, was used. 
This is defined by 

and, from equation (6), gives the fraction of the sum of 
squares of the p, for the ith month accounted for by the 
kth eigenvector. rg  and v i k  need not be correlated, 
although in practice they usually are, as shown in figure 2 
for January and July and for the first and second eigen- 
vectors. r i k  and V ( k  will be equal when the space mean 
values of pt5 and jk5 are zero. This is more likely to  be true 
for the higher order eigenvectors than for the first eigen- 
vector, for which both p, ,  andfk5 usually have the same 
sign over practically the whole region. 

The latter feature results from a predominance of 
positive correlations of monthly precipitation amounts 
among the 50 climatic divisions. The percentage of the 
1,225 correlations computed for each month that were 

positive ranged from 58.4 percent in August to  82.4 per- 
cent in October. The largest positive correlation was 
0.985 between divisions 10 and 11 in southern California 
in March. These two regions yielded the highest positive 
correlation in all months except May through August 
and October. The largest negative correlation was -0.567 
between divisions 4 and 46 and divisions 22 and 42 in 
June. Most of the high negative correlations were between 
Texas and Washington and Oregon. For all months 
combined, 2,189 (15 percent) of the 14,700 correlations 
were greater than or equal to 0.5; only 14 were less than 
or equal to -0.5; and 9,455 (64 percent) had an absolute 
magnitude of less than 0.30. 

3. RESULTS 

In table 2 is given for each month the accumulated 
variance explained by the first m eigenvectors, with m 
ranging from 1 to 10. Averaged for all months, the f i s t  
three eigenvectors explain slightly more than half of the 
total variance. These are shown, by months, in figures 3 
through 8. Generally, the first eigenvector explains about 
25 percent of the total variance, the second 18 percent, 
and the third 11 percent. 

In the figures, isolines of j k j  equal to 0.2, 0.1, -0.1, 
and -0.2 have been drawn. Although it is impossible to 
relate these directly to precipitation anomalies, more 
often than not the following association can be made: 

j k 5  precipitation anomaly 
much above normal 

0.1 to 0.2 above normal 
0.1 to -0.1 near normal 

-0.1 to -0.2 below normal 
much below normal 

The years in which the observed precipitation anomaly 
pattern most closely resembled each of the given eigen- 
vector fields and the respective values of v2 and r2 are 
listed in the figures. The resemblance may be either posi- 
tive or negative. If positive, the anomalies are as given in 
the table above; if negative, the signs are all reversed and 
regions of much above normal precipitation become re- 
gions of much below normal precipitation. This is one of 
the advantages of eigenvector analysis over conventional 
weather typing, in that it allows the signs of the anomalies 
to go either way. For the most part, the years listed are 
those for which the geometric mean of v2 and r2 exceeded 
0.25. 

Anomalies in the precipitation field should reflect 
anomalies in the circulation pattern aloft. Therefore it 
seemed appropriate to superimpose on each of these 
figures the pattern of 700-mb. height difference between 
the years with the highest positive and the highest negative 
correlations with the eigenvector field. The years used 
are indicated by asterisks. Isolines of height difference 
at 20-m. intervals are drawn in the figures;*only the 
zero isoline is labeled. Data for this analysis were avail- 

greater than 0.2 

less than -0.2 
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47.5 
42.3 
46.0 
48.1 
47.1 
40.4 
32.5 
37.4 
42.5 
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47.9 
43.9 

First Eigenvector 
x Second Eigenvector 
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58.1 
54.7 
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55.0 
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58.4 
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54.8 
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9 

85.2 
82. 7 
81.3 
83.7 
82.8 
81.3 
78.8 
80.1 
84.1 
83.7 
86.1 
84.8 
82.9 

FIQURE 2.-Relationship between f i k  and v i k  for January and July and for the first and second eigenvectors. 

-- 
10 -- 
87.5 
85. 2 
83.9 
85.8 
85.1 
83.9 
81.3 
82.7 
86.3 
86.0 
88.4 
87.0 
85.3 

TABLE 2.-Percentage of the total variance' ezplained by the jirst 
m eigenvectors 

1 

January-.. _________.. 

February __...________ 

March _______._______ 

April _______.________ 

May ..-........------ 
June ___________._____ 

July ___.____.._______ 

August ________...__ ._ 
September .____....__ 

October _ _ _ _ _ _ _ _ _ _ _ _ _ _  
November _..______._ 

December ______....__ 

Averag e-...-- - - 

Month 

17 
25.8 
26.6 
31.2 
27.9 
25.2 
23.7 
17.1 
21.3 
26.1 
30.2 
24.6 
27.9 
25.6 

76.3 
73.4 
71. 9 
74. 5 
73.9 
70.5 
67.9 
68.9 
74. 6 
74.3 
76.6 
74.5 
73. 1 

79.6 
76.8 
75.6 
78.1 
77.3 
74. 5 
72.0 
73.6 
78.2 
78.0 
80. 5 
78.4 
76.9 

- 
8 - 

82.6 
79.9 
78.5 
81.2 
80.3 
78.0 
75.6 
77. 2 
81.2 
81.2 
83.8 
81. 7 
80.1 

able only for the period starting in January 1939. These 
patterns appear to be fairly realistic, especially in winter, 
and indicate more or less what one might expect. How- 
ever, they should be taken only as guides to the circula- 
tion aloft until a more quantitative correlation between 
precipitation and air flow is available. 

Rather than going into any great detail, in the following 
brief men'tion will be made of the more interesting features 
of the three most important eigenvector fields, F1, Fz, 

and Fa, respectively for each month. Beforestarting, however, 
it should be pointed out that the explained variances 
given in table 2 and figures 3 to  8 are averages for the 
50-division area. The percentage of the total variance 
of precipitation in the j t h  division explained by the 
kth eigenvector is given by 

explained variance= 100 (dk/n)jij.  

This quantity varies over the grid. The patterns shown 
in figures 3 to 8 are those which are dominant for the 
region as a whole and not necessarily for particular divi- 
sions. For example, most of the variance of precipitation 
in southern Texas in January is explained by eigenvectors 
2, 4, and 6, not 1,  2, and 3. In  only eight of the 40 divi- 
sions are the latter the dominant eigenvectors. 

The total variance explained by the first three eigen- 
vectors is generally highest in the western part of the 
grid and in winter. Average maxima range from about 
70 to 90 percent. The lowest values are usually found 
along the Olympic coast of Washington, in northeastern 
North Dakota, and in southern Texas; minima normally 
lie between 10 and 30 percent. 

Considering figures 3 to 8 as a whole, there are four 
basic anomaly patterns that seem to occur repeatedly. 
Usually the most important is one with a single large 
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l95I 0 . 2 4 0  0.440 1 9 4 4  0.350 0.352 
1959 0.534 0.518 ,1949 0.873 0 .836  

-1964 0.6113 0 . 6 0 2  1960 0.314 0 . 1 6 3  

1931 0 6 3 4  0.311 1933 0 329 0 314 

1 9 4 5  0 513 0 479 *I943 0 581 0.512 

1946 0.511 0.514 1950 0.418 0.365 
s19.1 0 . 7 2 2  0.611 1 9 5 2  0 . 5 5 8  0 . 5 2 5  

1961 0.570 0 .429  1 9 5 6  0 .545  0 . 4 4 2  

Year " 2  re Year "2 1 2  

1933 0.286 0.382 1936 0.110 0.277 
1 9 3 5  0.461 0.464 *I948 0.112 0 . 5 4 2  

1952 0 .213  0.3.0 

I ,,, '1955 0 .140  0.418 

"2  Year " 1  I S  

0.560 0 . 5 0 2  '1964 0 . 6 4 8  0 . 5 :  

0.130 0.480 1965 0.315 0.24 

0.139 0.264 1 9 6 6  0 . 4 6 5  0.1; 

0.599 0.142 

0 . 4 4 5  0.476 

1912 0 .,I 0 .81 1 9 5 2  0 2 9 0  0 282 
1935 0 4 6 2  0 553 

*I941 0 4 6 6  0 4 6 0  

19.. 0 311 0 305 

I 
" I 1965 0 . 2 4 2  0 . 3 1 4  

1 9 4 9  0 . 5 4 1  0 .530  1934 0 . 3 8 7  0.16 
1957 0 . 2 1 4  0 . 2 9 4  '1962 0.239 0 . 3 ,  

*I961 0 .558  0 .591  

FIQURE 3.-The first three eigenvectors for January and February. The insert table gives the percentage of the total variance explained by 
each eigenvector and the years in which the observed precipitation anomaly pattern and the eigenvector were most similar, either posi- 
tively or negatively. The solid lines with arrow heads give the 700-mb. height difference between the years with the highest positive and 
negative correlations with the eigenvector field. See the text for further details. 

region of anomalous precipitation, centered in southern 
California, Arizona, or Nevada in winter and in Wash- 
ington, Idaho, or Montana in summer. The dominance 
of this pattern can be related to  the overwhelming 
abundance of positive correlations in the A matrix. 

From the height difference fields it appears that the 
pattern may be associated mainly with east-west shifts 
of the major middle latitude pressure c.enters. In general, 
for all eigenvectors it will be noticed that regions of 
heavy precipitation occur where the anomaly flow aloft 
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m C H  - FIRST EIGENVECTOR 
EXPLAINED YARllUiCE 31 2% 

year "2  I2 rear "1  rl 

1937 0 516 0 529 1933 0.159 0 109 

1938 0.599 0.261 ,950 0 .147  (1.413 

19.1 0.696 0.511 1955 0.626 0.258 

1952 0.519 0.520 *I956 0.788 0.553 

e1958 0.650 0.518 1366 0 .541  0 . 1 5 1  

PIARM - SECOND EIGENVeCTOR 
EXPLAINED VARIANCE: 1 4 . 8 1  

Po,itLW 

1932 0.260 0.313 1941 0.250 0.595 
a1950 0 . 6 4 5  0.731 *I965 0.665 0.604 

*1957 0.625 0 . 6 3 0  1936 0.255 0.251 
1961 0.280 0.258 1943 0.285 0.36. 

*I954 0.328 0.125 

EXPLAINED "IRlANCE 20 2. 

year "2  rz Year "2 9 
1937 0 407 0 146 1931 0 , 4 1 4  0 415 
1 9 0  0 311 0.317 1939 0 235 0 .301  

Sl9.B 0 612 0 614 1 9 4 2  0 1 8 4  0 a19 
1953 0.310 0 13. I919 0 501 0 548 
1955 0 510 (I 558 '1952 0 . 5 2 1  0 . 5 3 9  

1960 0 222 0 288 

I p' I 1963 0.196 0.505 

1951 0.296 0.293 '11945 0.356 0.36 
1916 0.218 0.298 1917 0.280 0.33 

P -1965 0.350 0.512 1957 0.290 0.31 

FIGURE 4.-Same as figure 3, except for March and April. 

is cyclonic and from either the Pacific Ocean or the Gulf 
of Mexico. 

In each month there is one eigenvector with precipita- 
tion anomalies of opposite signs in the Pacific Northwest 
and the Arizona-Nkw Mexico-Texas area. This opposition 
is probably associated with shifts in the locations of t8he 
storm track. When the track is north of its normal posi- 

tion, as it was during much of 1943, 1948, 1953, and 1956, 
heavy rain falls in the Northwest, while drought occurs 
in the Southwest. When the storm track is to the south, 
as it was in 1941, 1960, and 1965, the Southwest is wet 
and the Northwest is dry. 

The third basic pattern, which is best developed in the 
late winter and spring, is characterized by anomalies of 
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.I942 0 686 0 737 1935 0 .401  0 434 

1945  0.605 0 609 1936 0 .251  0 285 
1953 0 569 0 602 1 9 3 7  0 284 0 . 3 6 4  

1956 0 263 0 2 5 7  1 9 4 0  0 260 0 . 3 9 2  

1961 0 . 2 5 4  0 . 2 4 7  *1941 0 6 4 2  0 . 6 4 0  

1 9 6 2  0 . 4 9 4  0.566 1 9 5 4  0 3 4 8  0 .455  

I , 1 9 4 1  0 . 6 1 4  0.555 1918 0 . 3 3 9  0.469 

1348 0 . 3 1 6  0.4$0 -1946 0 2 9 6  4 . 4 1 7  

1950 0 . 3 0 7  0 . 2 2 0  

< 

-:!p,,\H JUNE EXPLIlNED - FIRST VARIlylUICE. PIDENVECTOR 23 7, 

\ POPitlVe Negatl"e 
'loar "2  r2 Year "1 9 
1944 0.610 0 612 1933 0.430 0 .271  

1 9 4 7  0.586 0 4 3 6  1935 0 . 4 4 0  0 303 
I963 0.387 0 284 1940  0 385 0.361 

-1964 0.680 0.667 1960 0 . 4 7 1  0.158 
*1961 0.531 0 4 6 9  

"eqative 
rear "2 1 2  rear "2  1 2  

1 9 3 6  0 .311  0.308 1911 0.309 0 . 3 0  
-1952  0 . 5 8 5  0.601 1941 0.285 0 .29  

1953 0.468 0 .441  1949 0.405 0.39 

FIGURE 5.-Same a8 figure 3, except for May and June. 

one sign in the northwest and southeast portions of the 
area and of the opposite sign in the southwest and north- 
east portions. The third eigenvector for March is the 
best example of this. 

sign in the southwestern and northeastern portions of 
the area. I t  may be at  least partially induced by the 

Rocky Mountains and is most prominent in the fall and 
early winter. 

There are a few features of the individual patterns that 
should be mentioned. In some cases a particular eigen- 

The fourth pattern features anomalies of opposite vector is dominant for 3 or 4 yr. in succession. This is 
true, for example, of F, in January from 1945 to  1947, 
F, in February from 1936 to  1940 and again from 1964 
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*I941 0 .165  0 . 4 2 1  

1917 0.42, 0 . 3 2 8  

1961 0.326 0.284 
1961  0.302 0.288 

I 1959 0 .581  0 . 5 1 6  7 I.196O 0.648 0.630 
Y 1'1913 0 .763  0 . 5 8 1  I \ \  \ 

FIGURE 6.-Same as figure 3, except for July and August. 

to 1966, and F2 in June from 1952 to 1956. The same 
type of behavior is also apparent in August. However, 
here the sign of the anomaly reverses from one year to  
the next. Each of the three eigenvectors for August is 
dominated by a single region of anomalous precipitation. 
The first, associated with F,, is located in the south- 
western portion of the region; the second, with FO, is in 
the Northwest, and the third, with Fa, is in Texas. In the 

case of F,, the Southwest was dry in 1944 and wet in 
1945, wet in 1955 and dry in 1956, and dry in 1960 and 
1962 and wet in 1961 and 1963. Similarly, the Northwest 
was dry in 1940, wet in 1941 and dry again in 1942, and 
Texas was wet in 1942 and dry in 1943. 

Although they are interesting and perhaps suggestive 
of systematic variations, these trends occur so infre- 
quently and so irregularly that it is doubtful whether 
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N e p t l v e  
rear "2 I2 'loa= "2  r2 

1936 0 a 2 2  0.197 193'1 0 162  0 337 
1 9 4 1  0 193  0 276 1918 0 193  0.252 

'1911 0.376 0 460 '1956 0 1 7 0  0 386 

1 9 1 6  0 . 5 2 3  0.139 1950 0.111 0.61: 

1959 0.331 G . 1 0 3  1955 0 . W 1  0.16( 
*196k 0 . 7 6 1  0.20! 

Negatl"e 
re*r "1  1 2  Year "2  r l  
1934 0 1 4 0  0 365 1951 0 .301  0 261 
1943 0.457 0 181 '1960 0 328 0 601 

19.7 0 510 0 4 4 6  1965 0 319 0 2k5 
*I950 0 5 9 9  0 7 2 5  

1 9 5 1  0.409 0 3 3 1  

FIGURE 7.-Same as figure 3, except for September and October. 

they have any forecasting value. Actually, it is not even 
obvious that the eigenvectors that have been most 
important during the last 30 yr. will remain so during 
the next 30 yr. Conceivably, completely different regimes 
will prevail. 

Most of the summer rain that falls in the Southwest is 
usually attributed to an intensification and westward 
extension of the Bermuda High, with a strong flow of 

unstable warm, moist air into the region from the Gulf of 
Mexico. This seems to be borne out by the second eigen- 
vector for July and the first one for August. Both of 
these patterns indicate that enhanced precipitation in 
the Southwest is favored by a strong ridge over the Great 
Plains. At the same time, however, local 700-mb. heights 
may be near or even below normal. When the ridge 
develops to  the south, over Texas, summer drought is 

315-521 0 - 68 - 2 
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Year "2 9 year "2  r2 

1931 0.515 0 .327  1931 0.737 0.611 
* 1 9 4 6  0.591 0 . 2 8 2  * 1 9 4 5  0 . 1 7 3  0 . 2 9 7  7 .'' I 1 9 5 2  0.179 9.189 1949 0.586 0.108 1 
1957 0.313 0.278 

1933 0 . 5 0 7  0 . 5 4 5  1937 0 . 4 2 4  0.499 

1915 0 .644  0 . 6 2 3  *I942 0.643 0.631 
1936 0 . 5 2 6  0.589 1945 0.518 0 . 7 4 3  
1939 0 .465  0.490 1950  0 .501 0 .550  

1940  0 . 2 3 3  0.164 1955  0.415 0 . 1 2 1  

1941 0 .311  0.296 1960 0 .494  0 , 1 6 5  

*I952 0 . 5 2 0  0 .598  

1948 0.306 0 . 2 2 0  1 9 4 4  0 . 3 5 1  0.328 

1951 0.478 0.316 1947 0 . 2 5 6  0.395 

*1955 0.715 0 .696  1959 0.431 0 .551  

196, 0 . 7 2 1  0 . 6 2 8  1360 0.104 0 . 4 6 1  

1 9 6 2  0.485 0 . 2 5 5  

1939 0 161 0 260 1936 0 353 0 . 2 9 5  

1950 0.630 0 4 6 1  1940 0 577 0 505 

1956 0 586 0 326 1959 0 2 1 4  0 4 4 0  

a 1 9 5 8  0 6s. 0.459 *I965 0 693 0 653 

I I I963 0.587 0.336 I 

FIGURE 8.-Same as figure 3, except for November and December. 

likely over most of the Southwest, and especially in 
Texas. 

4. CONCLUSIONS 
This has been a preliminary study, the main purpose 

of which was to see if there is enough intercorrtla5on 
among monthly precipitation amounts in different parts 
of the western United States to permit delineating certain 
area-wide "typical" patterns. The conclusion is that there 

is, with an average of slightly more than half of the total 
variance of precipitation being explained, in each month 
by three such patterns. 

The next step is to determine how closely the precipita- 
tion anomaly field is related to the wind and temperature 
fields aloft. The most direct approach, and one which is 
independent of what has been presented here, would be 
to  use stepwise regression, with the precipitation within 

1 
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each division as the predictand and height and tempera- 
ture data a t  a large number of grid points a t  700 or 500 mb. 
as the possible predictors. A second, and perhaps more 
satisfying approach, would also use stepwise regression. 
However, here the coefficients of the most important 
eigenvectors of the precipitation anomaly field would be 
predicted from the coefficients of the eigenvectors of the 
height and temperature anomaly fields. The first approach 
involves point correlations, the second area correlations. 
For this reason, the latter might be expected to yield 
more stable predictions and be fairly insensitive to small 
data errors. However, i t  would require a great deal more 
time and probably yield less impressive results, a t  least 
when applied to the dependent data. 

The use of monthly means in a climatological study 
such as this is usually considered quite appropriate. 
However, a shorter, 5-day or weekly, averaging period 
might yield better and more satisfying results. For one 
thing the sample size mould be greatly increased. Also, 
there would be less chance of averaging through several 
different weather regimes. On the other hand, data, 
collection becomes a problem. Average precipitation 
data for the various climatic divisions are available only 
on a monthly basis. Either the shorter period values would 
all have to be computed or single station data used. 
The latter possibility is not very appealing. 

A C K N O W L E D G M E N T S  

presented a t  190th National Meeting of the American 
Meteorological Society, Jan. 23-26, 1961, New York, New 
York (Abstract in Bulletin of the American Meteorological 
Society, Vol. 41, No. 12, Dec. 1960, p. 688). 

7. M. Grimmer, “The Space-Filtering of Monthly Surface Tem- 
perature Anomaly Data in Terms of Pattern, Using Em- 
pirical Orthogonal Functions,” Quarterly Journal of the 
Royal Meteorological Society, Vol. 89, No. 381, July 1963, 

8. C. G. J. Jacobi, “Uber ein Leichtes Verfahren die in der Theorie 
der Sacularstorungen Vorkommenden Gleichungen Num- 
erisch Aufzulosen” [Concerning a Simple Method for the 
Numerical Solution of Equations Occurring in the Theory 
of Secular Disturbances], Journal fur  die Reine und Ange- 
wandte Mathematik, Berlin, Vol. 30, No. l ,  1846, pp. 51-94. 

9. W. H. Klein, “Application of Synoptic Climatology and Short- 
Range Numerical Prediction to Five-Day Forecasting,” 
Research Paper No. 46, U.S. Weather Bureau, Washington, 
D.C., June 1965, 109 pp. 

10. J. E. Kutzbach, “Empirical Eigenvectors of Sea-Level Pressure, 
Surface Temperature and Precipitation Complexes Over 
North America,” Journal of Applied Meteorology, Vol. 6, 

11. E. N. Lorenz, “Empirical Orthogonal Functions and Statistical 
Weather Prediction,” Scientific Report No. 1, Statistical 
Forecasting Project, Massachusetts Institute of Technology, 
Department of Meteorology, Dec. 1956, 49 pp. 

12. C. L. Mateer, “On the Information Content of Umkehr Ob- 
servations,” Journal of the Atmospheric Sciences, Vol. 22, 
No. 4, July 1965, pp. 370-381. 

13. J. Namias, “A Weekly Periodicity in Eastern U.S. Precipita- 
tion and Its Relation to Hemispheric Circulation,” Tellus, 

14. A. Ralston and H. S. Wilf (Editors). Mathematical Methods for 

pp. 395-408. 

NO. 5, Oct. 1967, pp. 791-802. 

Vol. 18, NO. 4, NOV. 1966, pp. 731-744. 
, I  

Digital Computers, John Wiley & Sons, Inc., New York, 
1960, 293 pp. 

15. W. D. Sellers, “A Statistical-Dynamic Approach to Numerical 
Weather Prediction,” Scientific Report No. 2, Statistical 
Forecasting Project, Massachusetts Institute of Technology, 
Department of Meteorology, June 1957, 151 pp. 

The author would like to thank Dr. D. L. Gilman of the Extended 
Forecast Section of ESSA for his comments on this paper and for 
helping to interpret the results. The assistance of Douglas R. 
Fancher and James A. Fogltance in the data reduction and analysis 
is also appreciated. 

REFERENCES 

1. A. C. Aitken, “Studies in Practical Mathematics: 11. The 
Evaluation of the Latent Roots and Latent Vectors of a 
Matrix,” Proceedings of the Royal Society, Edinburgh, Vol. 57, 

2. J. C. Alishouse, L. J. Crone, H. E. Fleming, F. L. van Cleef, 
and D. Q. Wark, “A Discussion of Empirical Orthogonal 
Functions and Their Application to Vertical Temperature 
Profiles,” Tellus, Vol. 19, No. 3, Aug. 1967, pp. 477-482. 

3. E. J. Aubert, I. A. Lund, and A. Thomasell, Jr., “Some Objec- 
tive Six-Hour Predictions Prepared by Statistical Methods,” 
Journal of Meteorology, Vol. 16, No. 4, Aug. 1959, pp. 436- 
447. 

4. W. I. Christensen, Jr. and R. A. Bryson, “An Investigation 
of the Potential of Component Analysis for Weather Classi- 
fication,” Monthly Weather Review, Vol. 94, No. 12, Dec. 

5. D. G. Gilman, “Empirical Orthogonal Functions Applied to  
Thirty-Day Forecasting,” Scientic Report No. 1, Contract 
No. AF  19(604)-1283, Massachusetts Institute of Tech- 
nology, Department of Meteorology, June 1957, 129 pp. 

6. D. G. Gilman, “The Principal Statistical Components of 
Monthly Precipitation 0.ver the United States,” paper 

1937, pp. 268-304. 

1966, pp. 697-709. 

16. D. Steiner, “A Multivariate~ Statistical Approach to Climatic 
Regionalization and Classification,” Tijdschrift van het 
Koninklijk Nederlandsch Aardrijkskundig Genootschap, Am- 
sterdam, Vol. 82, No. 4, Oct. 1965, pp. 329-347. 

17. C. K. Stidd, “The Use of Correlation Fields in Relating Pre- 
cipitation to Circulation,” Journal of Meteorology, Vol. 11, 
No. 3, June 1954, pp. 202-213. 

18. C. K. Stidd, “The Use of Eigenvectors for Climatic Estimates,” 
Journal of Applied Meteorology, Vol. 6, No. 2, Apr. 1967, pp. 
255-264. 

19. U.S. Weather Bureau and ESSA, Climatological Data, Ashe- 
ville, N.C., Vol. 48-53, No. 1-13, 1961-1966. 

20. U.S. Weather Bureau, “Decennial Census of United States 
Climate, Monthly Averages for State Climatic Divisions, 
1931-1960,” Climatography of the United States No. 86, 
Washington, D.C., 1963. 

21. D. Q.  Wark and H. E. Fleming, “Indirect Measurements of 
Atmospheric Temperature Profiles from Satellites: I. Intro- 
duction,” Monthly Weather Review, Vol. 94, No. 6, June 1966, 

22. R. M. White, D. S. Cooley, R. C. Derby, and F. A. Seaver, 
“The Development of Efficient Linear Statistical Operators 
for the Prediction of Sea-Level Pressure,” Journal of Meteor- 

pp. 351-362. 

ology, Vol. 15, NO. 5, Oct. 1958, pp. 426-434. 

[Received January 3, 1968; rewised April 8, 19681 


